Bioluminescence tomography based on the phase approximation model
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A reconstruction method of bioluminescence sources is proposed based on a phase approximation model. Compared with the diffuse approximation, this phase approximation model more correctly predicts bioluminescence photon propagation in biological tissues, so that bioluminescence tomography can accurately locate and quantify the distribution of bioluminescence sources. The compressive sensing (CS) technique is applied to regularize the inverse source reconstruction to enhance numerical stability and efficiency. The numerical simulation and phantom experiments demonstrate the feasibility of the proposed approach. © 2010 Optical Society of America
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1. INTRODUCTION

Bioluminescence is derived from the expression of luciferase enzymes (such as in firefly or Renilla). When cells are encoded with the luciferase enzymes and introduced in a living mouse, they serve as optical probes and allow bioluminescence imaging for biological and preclinical studies [1,2]. Bioluminescent photons transport through biological tissues and can be externally detected using a highly sensitive charge-coupled device (CCD) camera [3,4]. In vivo bioluminescent imaging (BLI) is based on the detection of light emission from the bioluminescence probes in small animals to reveal the molecular and cellular activities sensitively and specifically [1–4]. Compared with fluorescence imaging, in which external excitation light is required to enable fluorescence at the cost of strong tissue autofluorescence, the background noise of BLI is rather low because there is no external illumination source. Therefore, BLI is a low-cost, noninvasive, and important tool for real-time analysis of disease processes at the molecular and cellular levels. This technology has been applied to numerous biological models to detect genetic interactions, track cells, evaluate therapies, and facilitate drug development [1–3].

The two bioluminescent reporters most commonly used are Renilla luciferase (coelenterazine substrate) and firefly luciferase (D-luciferin substrate). Renilla luciferase generally produces blue light, with the peak emission wavelength about 480 nm. Firefly luciferase emits yellow-to-red light, with the peak emission wavelength about 560 nm [1,2]. Bioluminescent-photon propagation in biological tissues is subject to both scattering and absorption and can be well modeled by the radiative transfer equation (RTE) [5,6]. A number of computational schemes have been developed to solve RTE directly, including Monte Carlo simulation techniques [7] and discrete ordinate methods [8,9]. Although the Monte Carlo simulation may provide a highly accurate solution to the RTE, the stochastic pattern and overwhelming computational cost make it inappropriate for bioluminescence tomography (BLT). The discrete ordinate method discretizes the RTE in solid angle directions, and the resultant system of algebraic equations has to be solved iteratively. Hence, it is computationally inefficient in practice. Because of the computational complexity of the RTE, current BLT algorithms are mainly based on the diffusion approximation (DA) model, which is a low-order approximation of the RTE [10–17]. However, the DA model works well only in a highly scattering and weakly absorbing medium [6,18,19]. For quantitative imaging of bioluminescence in the 450–650 nm range, the absorption coefficients are often relatively large in some organs of small animals. Therefore, the DA model is not sufficiently accurate in these cases. The model mismatch can significantly compromise reconstruction quality in this ill-posed inversion source scenario. The phase approximation (PA) model is more accurate than the DA model to describe photon propagation in biological tissues over a broad range of optical parameters [20,21]. In contrast to the DA derived from the first-order approximation of the photon radiance, the PA is based on the exact solution of the photon radiance assuming generalized Delta–Eddington phase functions. The PA model relaxes the limitation of the scattering domination required by the DA and performs well in simulating bioluminescent-photon propagation.

BLT localizes and quantifies bioluminescence probes inside a small animal from externally measured bioluminescence signals. Since the bioluminescence signal is measured only on a small-animal body surface, the reconstruction of 3D bioluminescence sources in a mouse is a typical underdetermined problem. Compressive sensing (CS) theory asserts that one can reconstruct images with a sparse representation from far fewer samples or measurements than what the Nyquist sampling theorem demands [22–24]. The success of CS relies on both the spar-
sity of an underlying image and the incoherence of the sensing mode. This premise radically changes the solution scheme for an underdetermined system, and such a solution can be achieved with good accuracy by a convex optimization procedure. The sparseness characteristic of a bioluminescent source distribution suggests that the CS-type approach would be a promising method for BLT. Lu et al. applied the CS technique for the reconstruction of bioluminescence sources, which used an \(l_1\)-norm regularization-optimization method based on the DA model [25]. Its feasibility was validated in both numerical simulation and phantom experiments.

In this paper, a reconstruction method of bioluminescence sources is proposed based on a PA model. In Section 2, the PA model is briefly described. In Section 3, the CS technique is applied to regularize the bioluminescence source reconstruction to enhance numerical stability. In Section 4, numerical simulation and phantom experiments are described to demonstrate the feasibility of the proposed method. In Section 5, relevant issues are discussed and conclusions drawn.

2. PHASE APPROXIMATION MODEL

Bioluminescence photon propagation in biological tissues is modeled by a steady-state RTE [5,6],

\[
\mathbf{v} \cdot \nabla L(r, \mathbf{v}) + (\mu_a + \mu_s) L(r, \mathbf{v}) = \mu_s \int_{4\pi} L(r, \mathbf{v}') p(v', \mathbf{v}) d\mathbf{v}' + \frac{1}{4\pi} S(r), \quad r \in \Omega,
\]

where \(\Omega\) is an object support, \(L(r, \mathbf{v})\) a photon radiance at a location \(r\) in a unit direction \(\mathbf{v}\) (Watts/mm\(^2\)-sr\(^{-1}\)), \(S(r)\) an isotropic bioluminescence source (Watts/mm\(^3\)), \(\mu_a\) a scattering coefficient (mm\(^{-1}\)), and \(\mu_s\) an absorption coefficient (mm\(^{-1}\)) at the wavelength \(\lambda\). A scattering phase function \(p(v', \mathbf{v}')\) gives the probability for a photon coming in a direction \(\mathbf{v}'\) and scattered into a direction \(\mathbf{v}\). Biological tissue scatters photons strongly in the forward direction. Hence, the phase function can be well modeled by a generalized Delta–Eddington phase function [6,20,21,26]:

\[
p(v, v') = \frac{1}{4\pi} \left(1 - f\right) + \frac{1}{2\pi} f/\delta (1 - \mathbf{v} \cdot \mathbf{v}'),
\]

where \(f \in [-1, +1]\) is the weight factor measuring the anisotropy of the photon scattering, which is referred to as the anisotropy weight. The phase function is a linear combination of the isotropic scattering and the peaked forward scattering with the anisotropic weight \(f\). The original Delta–Eddington phase function defines the parameter \(f\) as a fixed value \(g\), which is the mean value of the cosine of the scattering angles. The generalized Delta–Eddington function defines the anisotropy weight as a variable, which is related to the photon absorbing and scattering properties of the media. The anisotropy weight can be determined by Monte Carlo simulation with known absorption and scattering coefficients and a conventional anisotropic factor \(g\). Alternatively, the anisotropy weight can be determined along with the absorption and scattering coefficients by diffuse optical tomography techniques [27,28].

Using the generalized Delta–Eddington phase function, RTE can be simplified to the following integral equation with respect to photon fluence rate \(\Phi(r)\) [20,21],

\[
\Phi(r) = \int_{\Omega} G(r, r') [\mu_a(r') \Phi(r') + S(r')] d\mathbf{r}' - \frac{r_d}{1 + r_d} \int_{\partial\Omega} G(r, r') \Phi(r') \beta \cdot \mathbf{n} d\mathbf{r}',
\]

where the integral kernel \(G(r, r') = \exp(-|r - r'|/\mu_a (1 - t)| r + r' | dt)/4 \pi |r - r'|^2\), unit vector \(\beta = (r - r')/(|r - r'|),\) and \(\mathbf{n}\) is the outward unit normal at \(r\) on \(\partial\Omega\). The internal reflection coefficient \(r_d\) can be calculated by \(r_d = -1.4399 r^{-2} + 0.7099 r^{-3} + 0.6681 + 0.0636 \eta, \eta = n_{\text{tissue}}/n_{\text{air}}, n_{\text{tissue}}\) is the refractive index in biological tissues, and \(n_{\text{air}}\) the refractive index of the surrounding air. Equation (3) with respect to the photon fluence rate \(\Phi(r)\) is a well-posed integral equation of the second kind [29]. For simplicity, we call it the phase approximation (PA) model because it is derived from an approximate phase function.

3. COMPRESSIVE-SENSING-INSPIRED RECONSTRUCTION METHOD

Based on the structural/anatomical information on a living animal and known optical parameters \(\mu_a, \mu_s, f, \) or \(g\) in every sub-region of \(\Omega\), the BLT problem is reduced to determine a bioluminescence source distribution according to Eq. (3) [12–14]. Let \(\Omega\) be partitioned into finite elements of \(N\) vertex nodes and the photon fluence rate be approximated by nodal-based basis functions,

\[
\Phi(r) = \sum_{j=1}^{N} \Phi_j \phi_j(r).
\]

Substituting Eq. (4) into Eq. (3), we obtain the following matrix equation,

\[
\{\Phi\} = \mathbf{M}\{\Phi\} + \mathbf{B}\{\Phi\} + \mathbf{F}\{S\},
\]

where \(\mathbf{M}, \mathbf{B},\) and \(\mathbf{F}\) represent the corresponding discrete integral kernels in Eq. (3), with the components of the matrices defined by

\[
m_{ij} = \int_{\Omega} G(r_i, r') \mu_a(r') \phi_j(r') d\mathbf{r'},
\]

\[
b_{ij} = \frac{r_d}{1 + r_d} \int_{\partial\Omega} G(r_i, r') \phi_j(r') (\beta \cdot \mathbf{n}) d\mathbf{r'},
\]

\[
f_i = \int_{\Omega} G(r, r') \phi_i(r') d\mathbf{r'},
\]

\(\{S\}\) denotes the source distribution in a permissible source region, and \(\{\Phi\}\) consists of photon fluence rate values at the nodes in \(\Omega\). Furthermore, \(\{\Phi\}\) can be divided into \(\{\Phi_{in}\}\) at the internal nodes and \(\{\Phi_{bd}\}\) at the detectable boundary nodes on \(\partial\Omega\). By Eq. (3), the matrix \(\mathbf{I} - \mathbf{M} - \mathbf{B}\) is diagonally dominant and invertible. Hence, the photon fluence rate
\{ \Phi \} can be solved from Eq. (5),

\[ \{ \Phi \} = K \{ S \}, \]

(7)

where \( K = (I - M - B)^{-1} F \). Removing those rows of \( K \) that correspond to \( \{ \Phi_{ex} \} \), \( K \) becomes \( \bar{K} \). Accordingly, the following linear equation system is obtained to link unknown source density \( \{ S \} \) and measurable photon fluence rate \( \{ \Phi_{ex} \} \).

\[ \{ \Phi_{ex} \} = \bar{K} \{ S \}. \]

(8)

Theoretically, measured photon fluence rate is two-dimensional, a bioluminescent source distribution is three-dimensional, and the BLT is underdetermined. An effective way to reduce the number of unknown variables is to impose permissible source regions [13]. Bioluminescent views taken by a CCD camera indicate high-value clusters, and prominent high-density clusters should be closer to sources than other surface places. In some cases, permissible source regions can be also outlined based on prior knowledge. With these hints it is easy to generate permissible source regions where a bioluminescence source may exist. Additionally, an adaptive procedure can also efficiently determine permissible source regions: an initial permissible source region can be given to perform the reconstruction of the BLT on a low-resolution scale, and high values of reconstructed sources will be very likely located in a neighborhood of or within real light sources. Then, the permissible source regions can be updated in reference to these highly valued nodes. Applying the permissible source region can significantly reduce the number of unknown variables and enhance the stability of the BLT reconstruction.

Many in vivo studies involve isolated bioluminescence sources, such as in vivo tumor or metastasized tumor models, and the resultant bioluminescence source distribution would have a sparse structure. Because of the highly scattering nature of bioluminescence light in biological tissues and the measurement data corrupted with noise, multi-pseudo sources of smaller powers surrounding a true source may be equivalent to the true source from the external surface observation. To exclude these pseudo sources, the BLT model can be regularized to minimize the number of light sources subject to Eq. (8), that is, performing the following optimization:

\[
\min \| \{ S \} \|_0 \\
\text{s.t. } \bar{K} \{ S \} = \{ \Phi_{ex} \} , \\
\{ S \} \geq 0
\]

(9)

where \( \| \cdot \|_0 \) is the \( l_0 \) norm, i.e., the number of nonzero entries of a given vector. This is a difficult combinatorial problem and has exponential complexity. Based on the compressive sensing theory, Eq. (9) is equivalent to the following \( l_1 \)-norm optimization [30]:

\[
\min \| \{ S \} \|_1 \\
\text{s.t. } \bar{K} \{ S \} = \{ \Phi_{ex} \} , \\
\{ S \} \geq 0
\]

(10)

With corrupted measurement data, Eq. (10) can be translated into the following optimization by relaxing the data fidelity term,

\[
\begin{align*}
\min \| \{ S \} \|_1 \\
\text{s.t. } \| \bar{K} \{ S \} - \{ \Phi_{ex} \} \| & \leq \varepsilon , \\
\{ S \} & \geq 0
\end{align*}
\]

(11)

where \( \varepsilon \) is the acceptable reconstruction error, determined by the noise level. Equation (11) is a convex programming problem and can be solved in polynomial time. Hence, the BLT problem is now put to a CS-type framework [22–24], allowing more reliable and robust reconstruction than the least-squares reconstruction method.

4. SIMULATION AND EXPERIMENTS

A. Numerical Simulation

With the Monte Carlo method, we computed the anisotropy weight from the optical parameters: absorption coefficient \( \mu_a = 0.20 \text{ mm}^{-1} \), scattering coefficient \( \mu_s = 14.5 \text{ mm}^{-1} \), anisotropic coefficient \( g = 0.9 \), and relative refractive index of 1.37. As a result, the anisotropy weight \( f \) was estimated as 0.925 via fitting to the photon fluence rates based on a phantom [21]. A spherical phantom of radius 10 mm was employed in the numerical simulation. The phantom was discretized into 65,775 tetrahedral elements and 12,044 nodes. A total of 2108 virtual detectors were distributed over the phantom surface to record the photon fluence rates. Then two spherical light sources of radius 0.6 mm were embedded into the phantom. The centers of the two light sources were at (3.5, 0.0, 0.0) and (2.5, 2.5, 0.0), respectively. Each source was assigned a power of 10 nW. The photon fluence rate data at the detectors were computed in the Monte Carlo simulation with the Henyey–Greenstein phase function to mimic real measurement [7]. A permissible source region \( \Omega_l = \{ (x,y,z) | 0 \leq x \leq 5, -1 \leq y \leq 4, -1.5 \leq z \leq 1.5 \} \) was assigned for the BLT reconstruction. The PA-based BLT reconstruction was performed using the \( l_1 \)-norm optimization to identify the light source distribution from the generated data. It was found that the localization errors of the light sources reconstructed with the PA model were less than 0.15 mm, and the relative errors in terms of source power were about 5%, as shown in Fig. 1(a). The reconstructed source location was computed as the average of nodal source positions weighted by source densities, and reconstructed intensity was defined as the sum of the nodal source intensities after thresholding. For comparison, the DA-based BLT reconstruction was also performed using the \( l_1 \)-norm optimization and the least-squares optimization, respectively, in the identical setting. It was found that the localization errors of the light sources reconstructed with the DA model exceeded 2.5 mm for both optimization criteria, and the relative errors in terms of source power were about 25% with the least-squares optimization technique and 20% with the \( l_1 \)-norm optimization technique. These results show that the proposed PA-based reconstruction is superior to the DA-based reconstruction, as shown in Fig. 1(b) and 1(c).
shown in Figure 4(a). Furthermore, the DA-based recon-
construction of the reconstructed source power was about 17.3%, as 
the difference between the reconstructed and the real 
reconstructed source was much closer to the true source: 

A physical cylindrical phantom of 15 mm radius and 
30 mm height was fabricated from high-density nylon to mimic a section of a mouse body, as shown in Fig. 2(a). 
The optical parameters of the phantom were determined 
using diffuse optical tomography as \( \mu_a = 0.0172 \ \text{mm}^{-1}, \ \mu_s = 5.393 \ \text{mm}^{-1}, \ \text{and} f = 0.933 \) at a wavelength of 550 nm. 
The luminescent liquid (GlowProducts, Victoria, British 
Columbia) had a spectral range [300,800] nm. This liquid 
was used to fill in a small hole of diameter 0.58 mm and 
height 2 mm centered at (−5.0, 0.0, 15.0) in the phantom 
as a testing light source, as shown in Fig. 2(b). The luminescent source was directly measured using a bandpass 
filter and a CCD camera (Princeton Instruments VersArray: 1300B, Roper Scientific Inc, Trenton, New Jersey), 
and it was found that its total power was 0.4335 nW at a 
wavelength of 550 nm. Then the optical imaging experi-
ment was conducted with the phantom in a totally dark 
environment. The exiting photon on the cylindrical sur-
face of the phantom was filtered through a bandpass 
filter centered at 550 nm. Then the proposed PA-based recon-
struction was dispersed around the true source, as shown 
in Fig. 4(b), having introduced the pseudo sources. 
Compared with the two optimization methods based on 
the DA model, the CS-inspired reconstruction technique 
was effective in avoiding pseudo sources, as shown in 
Fig. 4(b) and 4(c).

B. Phantom experiments 
A physical cylindrical phantom of 15 mm radius and 
30 mm height was fabricated from high-density nylon to 
mimic a section of a mouse body, as shown in Fig. 2(a). 
The optical parameters of the phantom were determined 
using diffuse optical tomography as \( \mu_a = 0.0172 \ \text{mm}^{-1}, \ \mu_s = 5.393 \ \text{mm}^{-1}, \ \text{and} f = 0.933 \) at a wavelength of 550 nm. 
The luminescent liquid (GlowProducts, Victoria, British 
Columbia) had a spectral range [300,800] nm. This liquid 
was used to fill in a small hole of diameter 0.58 mm and 
height 2 mm centered at (−5.0, 0.0, 15.0) in the phantom 
as a testing light source, as shown in Fig. 2(b). The luminescent source was directly measured using a bandpass 
filter and a CCD camera (Princeton Instruments VersArray: 1300B, Roper Scientific Inc, Trenton, New Jersey), 
and it was found that its total power was 0.4335 nW at a 
wavelength of 550 nm. Then the optical imaging experi-
ment was conducted with the phantom in a totally dark 
environment. The exiting photon on the cylindrical sur-
face of the phantom was filtered through a bandpass 
filter centered at 550 nm. Then the proposed PA-based recon-
struction was dispersed around the true source, as shown 
in Fig. 4(b), having introduced the pseudo sources. 
Compared with the two optimization methods based on 
the DA model, the CS-inspired reconstruction technique 
was effective in avoiding pseudo sources, as shown in 
Fig. 4(b) and 4(c).

5. DISCUSSION AND CONCLUSIONS 
BLT is an underdetermined linear inverse source problem, 
leading to multiple solutions and aberrant source recon-
structions. Compressive sensing is a powerful tool for 
solving the underdetermined problem, which allows that 
images of sparse structures be exactly recovered with 
overwhelming probability from far fewer data than what 
the Nyquist theorem requires. Thus, this technique 
makes the bioluminescent source reconstruction more 
accurate and stable than the least-squares optimization 
method when bioluminescence source distribution 
consists of isolated clusters. Theoretically, compressive 
sensing requires an isometry property of the matrix \( \mathbf{K} \) in 
Eq. (8), which is typically called the restricted isometry property (RIP). This property requires a bounded condition 
number for all sub-matrices. Although verifying the 
RIP condition is difficult, the goal of bioluminescence 
source reconstruction is essentially the same as that of 
compressive sensing tasks, that is, to find sparse solutions 
from underdetermined systems of linear equations. 
Therefore, compressive sensing techniques do help en-
hance the numerical stability of the BLT reconstruction. 
Performing in vivo experiments with BLT involves modeling of the individualized anatomy and determina-
tion of the optical parameters of biological tissues. Since 
the mouse anatomy is rather complex, it is difficult to 
include all the features in a geometrical model. In practice, 
a mouse volume should be segmented into major organ 
regions to simplify the modeling. The optical parameters 
are considered piecewise constant and can be uniquely de-
termined by diffuse optical tomography techniques [28]. 
We are currently studying a new modality-fusion method-
ology. Specifically, we would like to solve these problems 
utilizing photoacoustic tomography techniques, which 
constitute a noninvasive imaging method for high-

Fig. 2. Physical phantom. (a) A photograph of the physical phantom, and (b) the cross-section through the luminescence source center, along with the four viewing directions of the CCD camera during the data acquisition process.

Fig. 3. Four luminescent views of the physical phantom taken by a CCD camera in directions 90° apart. (a)–(d) Front, back, left, and right views, respectively, recorded at wavelength 550 nm.

Fig. 4. (Color online) Comparison of PA-based and DA-based source reconstructions in the phantom experiment. (a) The transverse section through the source reconstructed with the PA model, (b) the transverse section through the source reconstructed with the DA model using the least-squares optimization method, and (c) the counterpart reconstructed with the DA model using the CS-based optimization method. The small circles indicate the true source location.
resolution mapping of optical absorption in tissues [31]. Detailed in vivo studies with PA-based BLT will be reported in another paper. Inhomogeneous optical properties of tissues will be reflected in the variation of the weighting matrix in Eq. (8) without any technical difficulty, and the PA-based BLT approach can be applied to complex biological tissues for BLT.

In summary, we have developed a compressive sensing-inspired BLT approach based on the PA model. It has been demonstrated in the numerical simulation and the phantom experiments that our approach can accurately localize and quantify a bioluminescence source distribution from the surface measurement of bioluminescence signals.
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