Numerical study on the validity of the diffusion approximation for computational optical biopsy
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Currently, we are developing a computational optical biopsy technology for molecular sensing. We use the diffusion equation to model photon propagation but have a concern about the accuracy of diffusion approximation when the optical sensor is close to a bioluminescent source. We derive formulas to describe photon fluence for point and ball sources and measurement formulas for an idealized optical biopsy probe. Then, we numerically compare the diffusion approximation and the radiative transport as implemented by Monte Carlo simulation in the cases of point and ball sources. Our simulation results show that the diffusion approximation can be accurately applied if \( \mu_s > \mu_a \) even if the sensor is very close to the source (\( > 1 \) mm). Furthermore, an approximate formula is given to describe the measurement of a cut-end fiber probe for a ball source.
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1. INTRODUCTION

The use of optical probes (fluorescence and bioluminescence) to depict gene expression and other molecular signatures in vitro is a well-established technique for biological studies and has been recently extended into living small animal models. Optical molecular tomography, namely, bioluminescence tomography1–5 (BLT) and fluorescence molecular tomography (FMT)6 is a rapidly developing area of optical molecular imaging. One major obstacle for optical molecular tomography is that when light sources are small, weak, and deep in a living body, they cannot be effectively imaged because of the strong absorption and scattering in tissues. The problem is more serious with larger animals and in clinical settings.

We have proposed a computational optical biopsy (COB) approach7,8 to meet this challenge. The COB is to localize and quantify light sources in vivo deep inside a living animal or patient. The key components of a COB system are an optical probe such as a fiber-based needle, a data acquisition unit, and a computational engine. The data collected by the probe along one or multiple trajectories are processed to estimate the source parameters of interest. Optical properties of the tissues and organs may also be recovered in the COB process to facilitate the recovery of the source features.

Biological tissue is a turbid medium that both scatters and absorbs photons. The propagation of photons can be accurately modeled by the radiative transport equation (RTE).9,10 Because of the difficulties in handling the RTE directly, the diffusion approximation to the transport equation has been widely used in biophotonics.11–15 To apply the diffusion approximation, photon scattering must be the dominant factor in the material.16 Most applications of the diffusion approximation are with large propagation distance17,18 in order for the weakly anisotropic light propagation assumption to hold. In biological tissue, photons are scattered due to changes in the refractive index at cell membranes and internal organelles. Typically, for \( \lambda > 600 \) nm, the effective scattering coefficient is much stronger than the absorption coefficient for biological tissues.19,20 The firefly luciferase for bioluminescence has a broad spectrum and contains a large component above 600 nm.21 In fact, for BLT, we have used the diffusion theory to describe the bioluminescent light transportation in tissue. For BLT, the measurement is on the surface. The distance between the bioluminescent source and the surface generally is large enough to support the weakly anisotropic light propagation assumption.

In our proposed COB, an optical fiber-based probe is inserted into the tissue to be near or even inside a bioluminescent light source to collect the light signal. Therefore, the critical important question that arises is, “Can we apply the diffusion approximation for COB?” Flock et al.22 simulated an infinitesimally wide (pencil) beam normally incident on a homogeneous semi-infinite slab and compared the results with the diffusion theory for photon fluence and showed that the diffusion approximation is accurate for weakly anisotropic light propagation and high values of the scattering albedo. But their result does not answer our question. Since there is no prior work targeting this question, here we employ the Monte Carlo simulation23 to study the validity of the diffusion equation in the COB context with an emphasis on bioluminescence-based COB. In Section 2, we present several diffusion formulas for point and ball sources. In Section 3, we compare the Monte Carlo simulation and the diffusion approximation. Finally, in Section 4, we discuss relevant issues and conclude the paper.
2. DIFFUSION-APPROXIMATION-BASED FORMULAS

Biological tissue is a turbid medium that both scatters and absorbs photons. The three key parameters to describe scattering and absorption are absorption coefficient $\mu_a$ (cm$^{-1}$), scattering coefficient $\mu_s$ (cm$^{-1}$), and anisotropy $g$. $\mu_a$ is defined as the probability of photon absorption per unit infinitesimal path length, and $\mu_s$ is the probability of scattering per unit infinitesimal path length. $g$ is the average of the cosine value of the deflection angle.

COB$^9$ is used to localize and quantify a light source deep inside a subject. In contrast to existing optical biopsy methods, this scheme is used to collect optical signals directly from a region of interest along one or several biopsy injection paths in a subject, and then compute features of an underlying light source distribution. In COB, since the detector is deep inside the medium, its local neighborhood, the boundary condition has almost no effect. Hence, we can assume that the medium is infinite. The shape of a real bioluminescent source is irregular, but given the right assumption, a diffusion formula has been widely used to describe the photon transport. Figure 1 shows a point source and a ball source. With a point source, the photon fluence $\phi^F_p$ (W/cm$^2$) decays exponentially according to

$$\phi^F_p(\hat{r}) = \frac{Pe^{-\mu_a \sigma}}{4\pi Dr}, \quad (1)$$

where $P$ is the source power, $D$ is the diffusion coefficient defined by $D = 1/[3(\mu_s' + \mu_a)]$ (cm), and $\mu_{\text{eff}} = [3\mu_s(\mu_s' + \mu_a)]^{1/2}$ (cm$^{-1}$), $\mu_s' = (1-g)\mu_s$ (cm$^{-1}$) is referred to as the reduced scattering coefficient (cm$^{-1}$). The scattering angle in the tissue is usually small with $g \approx 0.9$. Note that the Euclidean norm of a vector $\hat{v}$ is represented as $v$. In this formula, $\hat{r}$ is the vector from the detector to the light source, $r$ is the Euclidean norm of $\hat{r}$. In our simulation experiments, the number of photons per second is used for the measurement of the power.

Then, we derive the following two formulas to describe the photon fluence from a ball source:

$$\phi^F_{B; r \geq R}(\hat{r}, R) = \phi^F_p(\hat{r}) \frac{3e^{-\mu_{\text{eff}}[1 - e^{\mu_{\text{eff}}}] + R\mu_{\text{eff}}[e^{-\mu_{\text{eff}}}]} + 2^{\mu_{\text{eff}}[e^{-\mu_{\text{eff}}}]} + R - e^{2\mu_{\text{eff}}}] \mu_{\text{eff}}} {2R^3 \mu_{\text{eff}}^3}, \quad (2a)$$

$$\phi^F_{B; r < R}(\hat{r}, R) = \phi^F_p(\hat{r}) \frac{3e^{-\mu_{\text{eff}}[1 - e^{2\mu_{\text{eff}}}]} + 2^{\mu_{\text{eff}}[e^{-\mu_{\text{eff}}}]} + R - e^{2\mu_{\text{eff}}}] \mu_{\text{eff}}} {2R^3 \mu_{\text{eff}}^3}. \quad (2b)$$

These formulas are derived from Eq. (1) after an integration over the region of the ball source. Equation (2a) can also be derived using Green’s function.$^{24}$ As shown in Fig. 1(b), $R$ is the radius of the ball source. If $r \gg R$, the difference between a ball source and a point source is a multiplicative constant, which relies only on $R$ and $\mu_{\text{eff}}$. If $r \gg R$, then a ball source will be equivalent to a point source of the same total power. However, as shown below in our simulation, the ratio between the photon fluence measures due to a ball source and a point source is indeed very close to the constant predicted by Eq. (2a).

Even using an isotropic probe, photon fluence is not easy to measure in practice. In our COB configuration, a cut-end fiber is employed. In this case, we need a formula to describe the number of detectable photons incident on a unit plane detector surface. For that purpose, the radiance $L$ (W/cm$^2$/sr) in a tissue along a unit vector $\hat{s}$ is given by

$$L(\hat{r}, \hat{s}) = \frac{1}{4\pi} [\phi^F_p(\hat{r}) + 3j(\hat{r}) \cdot \hat{s}], \quad (3)$$

where $j(\hat{r})$ is the flux, which is related to the fluence through $j(\hat{r}) = -DV \phi^F_p(\hat{r})$.

Based on the radiance, we can describe the detector measurement. For a point source, we have

$$\phi^M_p(\hat{r}, \hat{u}, \omega) = \phi^F_p(\hat{r}) \frac{r \sin(\omega)^2 + 2D \cos(\omega)[1 - \cos(\omega)^2][1 + r \mu_{\text{eff}}]} {4r}. \quad (4)$$

As shown in Fig. 1(a), $\hat{u}$ is the unit normal vector of the detector surface, $\omega$ is the half-angle of the cone, which indicates the maximum incident angle of photons intercepted by the detector, $\cos(\omega) = r \cdot \hat{u}/ru$. The number of the detected photons can be calculated as $\phi^M_p \times S$, where $S$ is the area of the detector.

For a solid ball source, we can have the following integration formula based on Eq. (4),
\[ \phi^M_B(\hat{r}, \hat{u}, \omega, R) = \int_{\Omega} \phi^M_P(\hat{r}', \hat{u}, \omega) d\Omega, \]  

where \( \Omega \) is the region of the ball. There are numerous ways to compute this integration. Our way is to use the Monte Carlo integration\(^2\) that gives satisfactory results efficiently. In the next section, based on our simulation results, we have derived an approximation formula for Eq. (5).

3. NUMERICAL SIMULATION RESULTS

In this section, we will verify the above formulas by Monte Carlo simulation in the COB context. The Monte Carlo method\(^2\) is a good standard technique to solve complex biophotonic problems.\(^2\) MCML\(^2\) is one of the state-of-the-art Monte Carlo simulation programs, which simulates the light transportation in multilayered tissues. Our situation is different where a point or ball source is embedded in an infinite medium, which can be homogeneous or radially heterogeneous. Based on MCML, we developed a Monte Carlo simulation program. The accuracy of the code was verified by extensive comparison with another open-source Monte Carlo program\(^3\) and a commercial program: TracePro (Lambda Research Corp.).

In our program, we use the same formulas as in the MCML to define the photon launching, step size, photon absorption, and photon scattering. As shown in Fig. 2, a point or ball source is inside the medium, and a set of concentric shells around the source is generated with a 0.01 cm thickness between adjacent shells. A variable “Absorption” is associated with each shell. If some energy is lost in a shell, the lost energy will be added to the Absorption of this shell. The absorbed photon energy can be converted into the photon fluence \( F_\hat{r} \), which is equal to the energy divided by the coefficient \( a \). Using this technique, Eqs. (1) and (2) can be evaluated for accuracy.

To verify Eq. (4), which presents the measurement with a detector, we considered a special case:

\[ \mu = 0.2 \text{ (cm)}^{-1}, \quad (a) \mu_a = 0.5 \text{ (cm)}^{-1}, \quad (c) \mu_a = 1.0 \text{ (cm)}^{-1}, \quad (d) \mu_a = 2.0 \text{ (cm)}^{-1}. \]

In this formula, the detector surface is oriented toward the light source directly, \( \cos \sigma = 1 \), and the numerical ap-
In this study, we assumed that the size of the detector was $0.022 \text{cm}^2$. Then, for each shell, another variable, “OutPhotons,” is also utilized. In the Monte Carlo simulation, the program recorded the number of photons that traveled from one shell to an immediate outer shell in the variable OutPhotons. Using this technique, we can verify Eq. (6). Alternatively, a plane detector was placed in the medium to record the number of photons incident on its surface to verify Eq. (6). Most Monte Carlo simulation programs allow one to equivalently propagate many photons as a packet along a particular pathway simultaneously to improve the efficiency of the simulation. Another old way is to set one photon for each packet, which can improve the simulation accuracy. In our Monte Carlo program, we implemented both techniques, which we refer to as the package and photon modes, respectively.

The bioluminescent photon emission rate varies depending on the cell; the rate is in the range of $5–100 \text{photons/cell/s}$. The number of cells of a bioluminescent...
shows that if the equality $MC = R$ several millimeters. In our study, we will use Shen et al. as follows: Based on these, an approximate version of Eq. (5) is given ining that for $r = MC$ 10 source. Typically, an animal cell is about the size of other source power. Since the source power is decided by power in all simulations and still get the result for the power of the light source; hence we can use one source the Eqs. (1)–(5), the result is in direct proportion to the 6(c). Figure 6(a) shows that while ulation results fairly well, as shown from Figs. 6(a) and 6(c). Figure 6(a) shows that while $r > R$, the diffusion prediction scale $F$ is a good estimation of $MC/F/MC$. Note that when $R$ is large (for example, 2 mm), even if $r \gg R$, the equality $MC/F/MC$ does not hold. Let us define scale $M = MC/F/MC$. Figure 6(b) shows that while $r > R$, $MC/F/MC$ is a constant. Figure 6(d) shows that while $r > R$, the diffusion prediction scale $M$ is a good estimation of $MC/MC$. Figure 7 compares scale $M$ and scale $F$, showing that for $r > R$, the two ratios are nearly identical. Based on these, an approximate version of Eq. (5) is given as follows:

$$\text{scale}^M = \frac{\phi^F_B}{\phi^P} \approx \begin{cases} \frac{3[(e^{-R\mu\text{eff}} - e^{R\mu\text{eff}}) + R\mu\text{eff}(e^{-R\mu\text{eff}} + e^{R\mu\text{eff}})]}{2R^3 \mu\text{eff}}, & r \geq R \\ \frac{3e^{-R\mu\text{eff}}(1 - e^{2R\mu\text{eff}}) + [2e^{(r + R)\mu\text{eff}} + R - e^{2R\mu\text{eff}}]R\mu\text{eff}}{2R^3 \mu\text{eff}}, & r < R \end{cases}$$

It can be seen that the diffusion prediction fits the simu-lation results fairly well, as shown from Figs. 6(a) and 6(c). Figure 6(a) shows that while $r > R$, $MC/F/MC$ is a constant. Figure 6(c) shows that while $r > R$, the diffusion prediction scale $F$ is a good estimation of $MC/F/MC$. Note that when $R$ is large (for example, 2 mm), even if $r \gg R$, the equality $MC/F/MC$ does not hold. Let us define scale $M = MC/F/MC$. Figure 6(b) shows that while $r > R$, $MC/F/MC$ is a constant. Figure 6(d) shows that while $r > R$, the diffusion prediction scale $M$ is a good estimation of $MC/MC$. Figure 7 compares scale $M$ and scale $F$, showing that for $r > R$, the two ratios are nearly identical. Based on these, an approximate version of Eq. (5) is given as follows:

$$\phi^M_B(r, \hat{u}, \omega, R) = \phi^F_B(r, \hat{u}, \omega) \frac{3[(e^{-R\mu\text{eff}} - e^{R\mu\text{eff}}) + R\mu\text{eff}(e^{-R\mu\text{eff}} + e^{R\mu\text{eff}})]}{2R^3 \mu\text{eff}}.$$

4. DISCUSSION AND CONCLUSION

We know the mean free path of a photon is $1/(\mu_0 + \mu_0)$; after each step, a photon can be absorbed or scattered or nothing happens. If $\mu_0$ increases, the mean free path will decrease. For a point source, photons are launched at the
same location with a different direction. After photons are launched, the direction of the photon is leaving the light source. Since $g = 0.9$, the photons need some scattering steps to be totally diffused. This is the reason why a diffusion equation has a relative large error while it is near a point source and increasing $\mu_s$ will decrease the distance to diffuse the light source. For a ball source, the situation is different. For a point inside a ball source, the directions of launched photons around the point have all kinds of directions; hence for the point inside a ball source, the photons are already diffused by the volume of the ball source. For this reason, if the size of the ball source is large enough, the diffusion formula can have very accurate results even inside the ball source.

A strange phenomenon is while the distance is increasing, $MC^P/MC^M \approx MC^B/MC^P = C$, where $C \gg 1$ is a constant. This means if $R$ is large enough, we could not use a point source to model a ball source even if $r$ is very large.

One important phenomenon we can see from Fig. 3 is that when the distance between the detector and the source is increased, the relative variation in the Monte Carlo simulation results is also increased. This is reasonable. The signal has an inherent Poisson noise; when the signal is weak, the Poisson noise is relatively strong. For a Poisson distribution, $\delta = \sqrt{\mu}$, where $\delta$ is the standard deviation and $\mu$ is the mean value. In our COB configuration, we use a single-photon counter (SPCM16, PerkinElmer, Inc.) to count the number of photons. Let $t$ be the counting time in seconds, $N$ the number of photons incident on the detector in 1 s, $Q$ the quantum efficiency, and $D$ the dark count of the photon counter. The total readout of the photon counter is $N \times t \times Q + D \times t$; hence the signal-to-noise ratio is $N \times t \times Q / (N \times t \times Q + D \times t)$. The SPCM16 photon counter has a dark count of $\sim 10$ s and 65% quantum efficiency. To increase the signal-to-noise ratio, increasing $t$ is the only choice.

In conclusion, we have formulated solutions for photon fluence and detector measurement based on the diffusion approximation in the cases of point and ball sources. Then, we have evaluated those formulas against the Monte Carlo simulation. Our results have indicated the following guidelines for COB:

(a) If $\mu_s \gg \mu_a$ and $r$ is large (1 mm in most cases), the diffusion equation is a good approximation with a $<10\%$ error.

(b) If $\mu_a$ is large, the diffusion approximation can apply only within a narrow region. A Monte Carlo simulation can be conducted to delimit the region.

(c) Equation (5) is a good approximation of the Monte Carlo simulation.

(d) For a ball source with $R \leq 1$ mm, we can use a point source model without any correction for $r \geq R$.

(e) For a ball source with large $R$, we can use a point source to approximate a ball source according to Eq. (8) for $r \geq R$.
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